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Abstract

In this paper, we describe the technical details of HOPSPACK (Hybrid Optimization Parallel Search
Package), a new software platform which facilitates combining multiple optimization routines into a
single, tightly-coupled, hybrid algorithm that supports parallel function evaluations. The framework
is designed such that existing optimization source code can be easily incorporated with minimal
code modification. By maintaining the integrity of each individual solver, the strengths and code
sophistication of the original optimization package are retained and exploited.
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Chapter 1

Motivation

We are interested in solving the general nonlinear optimization problem of the form

minimize f (x)
subject to x∈Ω

(1.1)

where f : IRn→ IRandΩ⊂ IRn denotes set of feasible points. It is often the characteristics ofΩ that
dictate appropriate methods of solution. For generality, in this document, we set no restrictions on
Ω and allow it to be described by bound, linear, and/or nonlinear constraints.

Picking a suitable optimization solver for 1.1 is quite challenging and has been the subject of
many studies and much debate. This is because each solver comes with inherent strengths and
weaknesses. For example, one may be global with slow local convergence properties. Another
may have fast local convergence but is unable to perform global searches of the feasible region.
In order to take advantage of the benefits of more than one solver and to try to overcome their
shortcomings, two or more methods may be combined, forming ahybrid. Hybrid optimization
is a popular approach in the combinatorial optimization community, where metaheuristics (such
as genetic algorithms, tabu search, ant colony, variable neighborhood search, etc.), are combined
to improve robustness and blend the distinct strengths of different approaches [1]. More recently
metaheuristics have been combined with deterministic methods (such as pattern search) to form
hybrids that simultaneously perform global and local searches [4, 10, 35, 45, 46, 48, 49].

Hybrid algorithms are ideal for problems in which the given feasible region consists of several
subregions, each suited to a different solver. For example, solver A may be able to handle noise
and undefined points while solver B may excel in smoother regions with smaller amounts of noise.
Hence solver A by itself may be capable but unacceptably slow at finding a solution, whereas solver
B may be unable to determine a solution given an arbitrary starting point. However, as a hybrid,
solver A can be used to navigate the regions of high noise and reach a less complicate region where
solver B can then be applied for fast convergence.

The HOPSPACK (Hybrid Optimization Parallel Search Package) software platform was created
to facilitate the hybridization of multiple optimization routines into a single algorithm that sup-
ports parallel function evaluations. The framework was designed such that existing optimization
source code may easily be incorporated with minimal modification. This approach allowed us to
overcome the difficulties inherent in intrusive integration of multiple software packages including
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proprietary or unavailable source code and degraded quality of the original code due to extensive
editing. Moreover, the HOPSPACK framework allows for optimization routines to be run simulta-
neously instead serially to facilitate the sharing of intermediate objective and constraint information
between solvers. Moreover, this approach can exploit load balance problems of individual solvers
to reduce overall latency time.

The HOPSPACK software platform allows for the hybridization of both serial and parallel meth-
ods. This allows the combination of solvers without regard for the computationally effort required to
generate new iterates. For example, given two solvers where one is slow to generate new trial points
and the other is fast, the slower solver is prevented from bottle-necking the optimization process by
moving the point generation process to a separate processor.

This paper describes the basics of HOPSPACK. Chapter 2 reviews the creative history and
development of HOPSPACK from its roots to its current state. Chapter 3 gives an overview of
a classification scheme for hybrid methods so that the reader can understand where this work fits
into the larger body of literature on this topic. In Chapter 4, summaries of the methods currently
implemented in HOPSPACK are given. Chapter 5 reviews the software paradigm of HOPSPACK.
Finally in Chapter 7, we discuss the future directions of the software.
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Chapter 2

HOPSPACK: A History

Before delving into the details of the HOPSPACK software, it is helpful to first understand the
foundation of the research in the area of hybrid optimization. Therefore, we include those details
here and encourage the reader to peruse the referenced papers and reports for additional information.

The basis of HOPSPACK is the combination of a parallel direct search method and a second
sampling scheme. This idea was first tested using Asynchronous Parallel Pattern Search (APPS),
a software described in detail in Chapter 4 and in [22]. This approach has its roots in an LDRD
project carried out in FY04 and FY05 by PI Joe Castro called MFO. As part of this project, APPS
was placed in an an oracle framework to achieve the goals of combining multiple models. In opti-
mization methods, oracles are used to predict points at which a decrease in the objective function
might be observed. Analytically, an oracle is free to choose points by any finite process. (See [25]
and references therein.) Note these points are given in addition to those generated by the basic
pattern search and therefore,convergence is not adversely affected. The details of this project, the
software implementation of the oracle within APPSPACK and some results can be found in [3] and
in [19].

The positive results observed in the MFO project prompted some new ideas in FY06 as part
of the PRIDE LDRD lead by Monica Martinez-Canales. The goal of this project was to make
the Sandia simulation-based design process tractable and reduce the computational costs associated
with design optimization. This project built on the APPS-oracle software design by introducing
the concept of a Gaussian Process as an oracle. In conjunction with statisticians collaborators, a
proof-of-concept code was implemented and tested. These results are presented in [17] and in the
project final report [33]. Note that this aspect of the pride project was a first step towards creating an
appropriate optimization under uncertainty algorithm which would allow the user to perform both
calibration and uncertainty quantification at the same time.

In FY07, HOPSPACK hit its stride. Thanks to funds from two different ASC projects (ASC-
V&V and ASC-Outer Loop), a more robust software implementation of the APPS-oracle design
was started. It was during these two years that HOPSPACK grew to its current state. Moreover,
we were able to demonstrate its usefulness for a Sandia application as shown in [20, 43]. These
successes prompted the DAKOTA development team to investigate the inclusion of this approach
to hybridization in the DAKOTA toolkit. These successes prompted renewed support from ASC in
FY08 as well as some support from an ASCR project focused on derivative-free optimization.
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Chapter 3

Classifying Hybrid Methods

The HOPSPACK software is an example of a hybrid optimization scheme. To better understand
its functions, we put it in the context of a general classification scheme. Raidl [36, 37] outlines a
method for categorizing hybrid optimization methods using four main characteristics: 1) class of
algorithms used to form hybrids, 2) level of hybridization, 3) order of execution, and 4) control
strategy. Although this classification scheme was devised to describe metaheuristics used by the
combinatorial optimization community, it is also applicable here and thus we use it to describe
HOPSPACK.

3.1. Class of algorithms

Currently, HOPSPACK includes four algorithms: a generating set search (GSS), a deterministic
sampling, Latin Hypercube sampling, and a Gaussian process. Each of these methods are described
in detail in Chapter 4.

HOPSPACK originated in a project whose aim was to solve an optimization problem in which
computing the objective function value relied on the output of a numerical simulator. Derivatives
were unavailable and approximate derivatives were unreliable. A variety of derivative-free opti-
mization methods have emerged and matured over the years to address such problems, but for this
problem, none could both sufficiently sample the design space while limiting the computational
burden. Therefore, we chose to combine two methods– one computationally inexpensive and one
with robust sampling. This idea is the basis of HOPSPACK and defines the current procedure in
which the methods are running simultaneously and the GSS is constantly updating itself with the
best point found by any method. Future plans for HOPSPACK include generalizing this framework
and are discussed in more detail in Section 6.

3.2. Level of Hybridization

Hybrid algorithms can classified as loosely or tightly coupled. In general, loosely coupled ap-
proaches retain the individual identities of the methods being hybridized. In contrast, tightly coupled

11



hybrids exhibit a strong relationship between the individual pieces and may share components or
functions [37]. The HOPSPACK platform facilitates loosely coupled methods in that the individual
components essentially run independently of one another. Components are in fact interchangeable.

Loosely coupled hybrids are advantageous from both a software development and theoretical
perspective. Because significant work is required to develop a single state-of-the-art optimization
routine, it would be impractical and bug prone to attempt to re-implement existing methods as part
of a tightly coupled algorithm. Instead, each method used in the hybrids described in this paper use
the original source code with minimal changes. This approach also keeps theoretical convergence
properties intact.

3.3. Order of Execution

The order of execution of hybrid algorithms can either be sequentially or parallel. Sequentially
hybrid methods string together a set of algorithms head to tail, using the results of a completed
run of one algorithm to seed the next. From this perspective it is often unclear whether or not
the previously executed algorithms should be viewed simply as a preprocessing step, or if ensuing
algorithm runs should be viewed as post-processing. On the other hand, parallel hybrids execute the
individual methods simultaneously and can thus be made to be collaborative and share information
dynamically to improve performance. From this perspective, HOPSPACK is primarily a parallel
hybrid. However, the platform is set-up so that LHS can be used as a preprocessing step prior to the
full-fledge optimization. It is of course possible to continue to use the results of subsequent LHS
runs throughout the optimization process; something that may be beneficial if a large number of
evaluation processors is available.

3.4. Control Strategy

The control strategy of hybrid algorithms can be either integrative or collaborative. In an purely
integrative approach, one individual algorithm is subordinate to or an embedded component of an-
other. Collaborative methods give equal importance and control to both algorithms. Algorithms
merely exchange information instead of being an integral part of one another. One of the most com-
mon algorithms that uses a collaborative control strategy combines highly similar (or homogeneous)
algorithms to optimize different parts of the feasible region in parallel. The hybrid approaches avail-
able in HOPSPACK are primarily collaborative.

12



Chapter 4

HOPSPACK Algorithms

HOPSPACK currently includes four methods for generating new iterates. In this Chapter, we de-
scribe each in detail.

4.1. Generating Set Search (APPSPACK)

Generating set search (GSS) denotes a class of algorithms for bound and linearly constrained opti-
mization that obtain conforming search directions from generators of local tangent cones [28, 32].
A GSS falls into the category of direct search optimization methods [27] in which algorithms are
derivative-free and make no attempt to explicitly evaluate, estimate, or model local derivatives.
Derivative-free approaches tend to be more robust for problems that are noisy, nonsmooth, discon-
tinuous, and/or contain undefined “feasible” points than their derivative-based counterparts which
often break down at points where derivatives cease to exist. It is important to note that this feature is
of direct search methods is both a strength and weakness. Without derivatives, such algorithms are
only practical for a small (e.g. typically less than a hundred) number of parameters. However, many
direct search algorithms, including GSS, offer rigorous convergence properties when derivatives do
in fact exists.

In the case that only bound constraints are present, GSS is identical to a pattern search optimiza-
tion algorithm. Pattern searches use a predetermined pattern of points to sample a given function
domain. Since the majority of the computational cost of pattern search methods is the function
evaluations, parallel pattern search (PPS) techniques have been developed to reduce the overall
computation time. Specifically, PPS exploits the fact that once the points in the search pattern have
been defined, the function values at these points can be computed simultaneously [8, 44]. The APPS
(Asynchronous Parallel Pattern Search) algorithm and corresponding APPSPACK software are one
variant of PPS specifically developed to address load balance issues in a parallel computing environ-
ment [21, 26, 29]. The APPS optimization algorithm has been shown to have identical convergence
properties to synchronous generating set search and can significantly reduce run time [22].

Implementation of the APPS algorithm is more complicated than a basic GSS in that it requires
careful bookkeeping. However, the details are irrelevant to the overall understanding of the hybrid
scheme that is the focus of this paper and thus we present a basic GSS in Algorithm 1. Interested
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reader are directed to [21, 26] for a detailed description and analysis of the APPS algorithm and
corresponding APPSPACK software.

Algorithm 1 A basic GSS algorithm
1: Let x0 be thestarting point.
2: Let ∆0 be theinitial step size.
3: Let D be the set ofpositive spanning directions.
4: while Not convergeddo

5: Generate trial pointsQk = {xi + ∆̃kdi

∣∣∣ 1≤ i ≤ |D|}

6: where∆̃k ∈ [0,∆k] denotes maximum feasible step alongdi .
7: Evaluate trial points (possibly in parallel)
8: if ∃ xq ∈Qk such thatf (xq)− f (xk) < α∆2

k then
9: xk+1 = xq . Iteration was successful

10: else
11: xk+1 = xk . Iteration is unsuccessful
12: ∆k+1 = ∆k/2 . Reduce step size
13: end if
14: end while

Note that in a basic GSS, after a successful iteration (one in which a new best point has been
found), the step size is either left unchanged or increased. In contrast, when the iteration was
unsuccessful, the step-size is necessarily reduced. A defining difference between the basic GSS and
APPS is that the APPS algorithm processes the directions independently, and each direction may
have its own corresponding step-size. Global convergence to locally optimal points is ensured using
asufficient decrease criteriafor accepting new best points. A trial pointxk+∆di is considered better
than the current bestxk point if

f (xk +∆di)− f (xk) < α∆2,

for α > 0. Because APPS processes search direction independently, it is possible that the current
best point is updated to a new better point before all the function evaluations associated with a
set of trial pointsQk have been completed. These results are referred to asorphaned pointsas
they are no longer tied to the current search pattern and attention must be paid to ensure that the
sufficient decrease criteria is applied appropriately. The support of these orphan points is a feature of
the APPS algorithm which makes it naturally amenable to a hybrid optimization structure. Iterates
generated by alternative algorithms can be simply be treated as orphans without the loss of favorable
theoretical properties or local convergence theory of APPS. It is important to note that this paradigm
is in fact extensible to many other optimization routines.

4.2. Dividing Rectangles (DIRECT)

DIRECT, an acronym for DIviding RECTangles, is a deterministic sampling algorithm developed
in [24] that performs global optimization on bound constrained problems. Since its introduction
in the early 1990’s, a significant number of papers have been written analyzing, describing, and
developing new variations of this highly effective algorithm. Some of these include [2, 5, 6, 11–
15, 23, 30, 41, 46, 47].
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The basic DIRECT algorithm is outlined in Algorithm 2. Note that it requires that both the
upper and lower bounds are finite. As its name suggests, the DIRECT algorithm is a partitioning
algorithm that sequentially refines a rectangular partition of the feasible region at each iteration
selecting anoptimal hyper-rectangle to trisect. The algorithm begins by mapping the rectangular
feasible region onto the the unit hypercube; that is DIRECT optimizes the transformed problem

min
x̃∈IRn

f̃ (x̃) = f (S̃x+ `)

subject to 0≤ x̃≤ e,
(4.1)

where x̃ = S−1(x− `) with S= diag(u1− `1, . . . ,un− `n). Figure 1 illustrates four iterations of
DIRECT for a two dimensional example. At each iteration, a candidate, potentially optimal, hyper-
rectangle is selected and refined. Though other stopping criteria exist, this process typically contin-
ues until a user defined budget of function evaluations has been expended.

1: while not convergeddo
2: Let Sk denote the set of potentially optimal hyper-rectangles.
3: Select any hyper-rectangleR from Sk; let c denote its center.
4: Generate trial points

Qk =
{

c± 1
3

∆kei

∣∣∣ i ∈M
}

HereM denotes the set of indices corresponding to sides ofR
with maximum length∆k.

5: Evaluate trial points.

6: Definewi = min( f̃ (c+
1
3

∆kei), f̃ (c− 1
3

∆kei)).
7: Beginning with smallestwi and working towards the largestwi ,

trisectRalong dimensioni.
8: end while

Figure 4.1. DIRECT iteratively subdivides the optimal hyper-rectangle
into thirds.

Definition 1 describes the criteria for being a potentially optimal hyper-rectangle given a con-
stantε > 0.
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Definition 1 (Potentially optimal hyper-rectangle [24]) Suppose there are K enumerated hyper-
rectangles subdividing the unit hypercube from??eq:nlptransformed](??eq:nlptransformed) with
centers ci , 1≤ i ≤ K. Let γi denote the corresponding distance from the center ci to its vertices. A
hyper-rectanglè is considered potentially optimal if there existsαK > 0 such that

f̃ (c`)−αKγ` ≤ f̃ (ci)−αKγi , 1≤ i ≤ K (4.2)

f̃ (c`)−αKγ` ≤ f̃min− ε| fmin|. (4.3)

Figure 4.2. Potentially optimal hyper-rectangles can be found by form-
ing the convex hull of the set{ f (ci),γi}, whereci denotes the center point
of the ith hyper-rectangle andγi the corresponding distance to hyper-
rectangle’s vertices.

The set of potentially optimal hyper-rectangles forms a convex hull for the set point{ f̃ (ci),γi}.
??fig:dirhull]Figure??fig:dirhull illustrates this. Notice that the user defined parameterε controls
whether or not the algorithm performs more of a global or local search.

4.3. Treed Gaussian Process (TGP)

Statistical emulation can serve as an alternative to traditional optimization methods. To accomplish
this, the function values associated with previously evaluated iterates are used to train a statistical
model, and this model is used to draw inferences about the location of an optimum. The idea of
using a stochastic process to approximate an unknown function dates back as far as Poincaré in
the 19th century [9]. In particular, a Gaussian Process (GP) is typically used for the emulation of
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computer simulators [38, 39]. The output of the simulator is treated as a random variableY(x) that
depends on the input vectorx such that the response varies smoothly. This smoothness is given by
the covariance structure of the GP. The mean and covariance functions determine the characteristics
of the process, as any finite set of locations has a joint multivariate Gaussian distribution. For more
details about GPs, interested readers are directed to references such as [7] and [42]. A Bayesian
approach to GPs allows full estimation of uncertainty, which is useful when trying to determine the
probability that an unsampled location will be an improvement over the current known optimum.

Standard GP models have several drawbacks, including strong assumptions of stationarity and
poor computational scaling. To reduce these problems, treed Gaussian process (TGP) models par-
tition the domain using a recursive tree structure and then fit independent GP models within each
partition. An implementation of this idea is described in [16] and available in the form of atgp
library for the open source statistical package R
(seehttp://www.cran.r-project.org/src/contrib/Descriptions/tgp.html ).

Within HOPSPACK, TGP can be used to build a globally oriented pattern of input locations.
The selection of candidates to be included in the hybrid scheme is based on predicted improvement
statistics at candidatex input locations,Ig(x) = max{( fbest− f (x))g,0}, where fbest is the response
corresponding to the current best point, andg is a positive integer. In particular, a predetermined
numbermof locations can be chosen for evaluation through maximization (over a discrete candidate
set) of the expected multi-location improvement, IE[Ig(x1, . . . ,xm)], where

Ig(x1, . . . ,xm) = max{( fbest− f (x1))g, . . . ,( fbest− f (xm))g,0}

[40].

4.4. Latin Hypercube Sampling (LHS)

A space filling sample of the bounded input region is required for the statistical generation of search
patterns in the previous section. In addition, it can be valuable to search the input space before
optimization begins in order to choose starting locations and build a decent training set for the
statistical model. The literature on this subject is vast (see for example [39] and references therein)
and specific application could depend on the modeling approach. We have used Latin hypercube
sampling (see for example [34]) as an efficient way to sample the input space. This is straightforward
to implement over any bounded region, and a design can be formed by taking independent LHS in
each input dimension and using the combined samples as a set of input vectors to be evaluated.
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Chapter 5

Software Paradigm

HOPSPACK supports hybrid optimization using a mediator/citizen/conveyor paradigm. Citizens
are used to denote arbitrary optimization tools or solvers: in this case, LHS, DIRECT, TGP, and
APPS. They communicate with a single mediator object, asynchronously exchanging unevaluated
trial points for completed function evaluations. A Citizen may choose to generate trial-point in-line
or on separate citizen-worker processors altogether.

The mediator ensures that points are evaluated in a predefined order specified by the users and
iteratively exchanges an ordered queue of unevaluated trial points for newly completed function
evaluations with a conveyor object. This mediator has no knowledge of the underlying optimization
problem and is only concerned with managing function evaluations. Three basic steps are performed
iteratively: 1) exchange evaluated points for unevaluated points with citizens, 2) prioritize the list of
requested evaluations, and 3) exchange unevaluated points for evaluated points with conveyor. This
process continues until either a maximum budget of evaluations has been reached or all citizens
have indicated they are finished. Along with a list of supported citizens, the user may provide a
corresponding priority list that the mediator will use when ordering the evaluation queue. Citizens
with higher priority will have their points moved towards the front of the evaluations queue, while
citizens with the same priority will be spliced.

The purpose of the conveyor is to evaluation points from a given queue of points provided by
the mediator asynchronously in parallel in FIFO. The conveyor seeks to maximize the efficient use
of available evaluation processors and to reduce as best as possible processor idle time. Thus while
evaluation processors run idle, the conveyor will submit points from the queue to be evaluated. The
conveyor also stores a function value cache that lexicographically stores a history of all completed
function evaluations using a splay tree as described in [21]; this prevents a linear increase in look
up time. Thus, prior to submitting a point to be evaluated, the cache is queried to determine if the
given point has already previously been evaluated. If the point is not currently cached, a second
query is performed to determine if an equivalent point is currently being evaluated; if so, the point
is added to a pending list and awaits completion of the corresponding evaluation. The conveyor thus
guarantees that given a set of equivalent points, only one of these points will actually be evaluated,
while the rest are all assigned this returned value, regardless of submission time.

Using this paradigm, for the approach outlined in this paper, we use three citizens: LHS, DI-
RECT, and APPS. The LHS citizen is given highest priority and hence has all of the points (of its
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Figure 5.1. Points are submitted and evaluated asynchronously: no
method can force another to wait. Evaluation processors never run idle
unless all citizens have submitted empty trial point queues.

one time submission) are evaluated first. However, without load imbalance, the moment processors
become available that are no longer needed by LHS, DIRECT and APGSS begin the optimization
process. DIRECT and APGSS are given equal priority and hence points are spliced so that the trial-
point evaluation rate of each is roughly the same. An alternate ordering strategy would be to give
DIRECT higher priority in the evaluation queue early in the optimization process, and gradually
increase the importance of the APPS, the local solver. This could be based upon the number of
completed evaluations and the maximum allowed for a given solve.

An immediate benefit of this approach is load balance. While DIRECT can be ran in parallel,
it does suffer from load imbalance in that trial-points are submitted in batches. The next iteration
of DIRECT cannot continue until all points in the previous batch have completed. Thus, suppose
for example, that DIRECT submits 9 trial-points and 8 evaluations processors are available and
that each function evaluation takes 1 hour. Then after an hours time, 8 of these evaluations will be
complete. But DIRECT cannot continue until all 9 points in the current batch are completed; the
final point will thus take another hours time, letting 7 processors run idle the entire time. Thing
become even worse and more unpredictable when evaluation time is dramatically different, i.e.
points periodically crashing the simulation and returning immediately.

In contrast, using the current mediator/citizen/conveyor paradigm, in the previous example,
while direct is using only one processors, APGSS has all 7 processors at its disposal. Further,
because APGSS is asynchronous, any algorithm paired with APGSS in this manner creates a new
asynchronous hybrid. Extra solvers paired with APGSS may be seen simply as alternate means for
generating periodically generating new trial points.

Figure 5 illustrates the flow of trial points from the citizens, through the mediator, to the con-
veyor, and back to the citizens. The stream of trial-points is asynchronous in the sense that citizens
can always submit points at each iteration, they cannot however, force another citizen to wait if
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evaluation processors are available. HereQ1, Q2, andQ3 denote trial points submitted by citizens
LHS, DIRECT, and APPS respectively, whileQ is used to denote the ordered list of trial points
given to the conveyor.R stores recently completed evaluations. Citizens are permitted to view all
completed function evaluations.
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Chapter 6

The Future of HOPSPACK

We have shown HOPSPACK to be quite successful on both test problems and real applications (see
[20, 31, 43]). Unfortunately, funding shortfalls have prevented us from preparing and releasing the
HOPSPACK software as an open source package for general use. However, research continues in
this area. The software ideas are being implemented for use as part of Sandia’s DAKOTA and ACRO
toolkits. The algorithms are being applied to groundwater management problems [18]. New funding
sources are being sought in the areas of statistics, optimization, sampling under uncertainty, risk
analysis, environmental clean-up and energy transportation. Interested readers should stay tuned
for future results.
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